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ABSTRACT

Understanding the structural and linguistic properties of conver-
sational data in social media is crucial for extracting meaningful
insights to understand opinion dynamics, (mis-)information spread-
ing, and the evolution of harmful behavior. Current state-of-the-art
mathematical frameworks, such as hypergraphs and linguistic tools,
such as large language models (LLMs), offer robust methodologies
for modeling high-order group interactions and unprecedented ca-
pabilities for dealing with natural language-related tasks. In this
study, we propose an innovative approach that blends these worlds
by abstracting conversational networks via hypergraphs and an-
alyzing their dynamics through LLMs. Our aim is to enhance the
stance detection task by incorporating the high-order interactions
naturally embedded within a conversation, thereby enriching the
contextual understanding of LLMs regarding the intricate human
dynamics underlying social media data.
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« Mathematics of computing — Hypergraphs; « Computing
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1 INTRODUCTION

Social interactions through online media are increasingly perva-
sive [12], offering opportunities to study a wide range of social
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human behavior, including the mechanisms behind collective ac-
tion, the spread of (mis)information, and the evolution of harmful
behaviors. The widespread adoption of Large Language Models
(LLMs) like ChatGPT or Gemini are changing the way in which
people produce and consume content in online social media. LLMs
are influencing how people create, share, and consume content
from textual descriptions to images to videos [5]. Moreover, from
an academic perspective, a growing body of work demonstrates how
LLMs outperform state-of-the-art models in various tasks [6, 11, 13].
Traditionally, online interactions between social media users have
been successfully studied through graphs abstracting the underly-
ing relations with nodes and edges connecting pairs of interacting
components. Yet, many online actions are characterized by group
interactions that cannot be described simply in terms of dyads (e.g.,
all users commenting on the same discussion thread). Hypergraphs
are the perfect candidates to model group-wise interactions, as
these structures are a generalization of graphs where a (hyper)edge
allows the connection of an arbitrary number of nodes.

In this line of work, we focus on analyzing social media con-
versational data and, specifically, on the task of stance detection.
In this preliminary study, we introduce an innovative approach
to address this task, which combines the use of hypergraphs for
abstracting conversational networks with the analytical power of
LLMs to examine their dynamics. We opted to use LLMs based on
compelling evidence from the literature demonstrating their rising
dominance over graph neural networks as the predominant tool for
graph analysis [7-9]. Additionally, LLMs have proven their efficacy
in stance detection tasks, demonstrating versatility across datasets
with varying prompting schemes and even surpassing supervised
models in performance while demanding fewer resources [4]. While
previous studies have explored the integration of LLMs and graphs
for stance detection [3], they have overlooked group-wise inter-
actions, which are recognized as pivotal in understanding many
real-world phenomena [1]. Building upon these foundations, our
objective is to leverage LLMs to address the stance detection task
within online social media conversations represented as hyper-
graphs. We envision that this modeling approach has the potential
to not only advance the current state-of-the-art but also deepen
our comprehension of social media dynamics.
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2 METHODOLOGY

Problem definition. In more formal terms, our objective is to
address the following task: given input represented as a conver-
sational hypergraph and a target pair, our goal is to classify each
comment within the conversation based on the author’s stance
toward the target. In our case, the stance is categorized into one of
three labels: favor, against, or neutral.

Based on previous literature [2], we model a conversational hy-
pernetwork as a Text-Attributed Hypergraph (TAH). A TAH is
formally defined as a tuple H = (V, E, T), where V is the node set
representing the users of a conversation, E is the hyperedge set
denoting the group-wise relationship of the users in the conver-
sation and T is the comment set. Specifically, each node v € V is
associated with a textual comment t € T.

Research questions (RQs). In our work, we aim to answer the
following RQs.

- RQ;: Could the performance of a model benefit from integrating
high-order interactions capturing the nuanced local context of
conversations when addressing a stance detection task?

- RQy: Given the scarcity of labeled conversational datasets, how
feasible is it to use LLMs as generators of ground truth?

Methodology. To address the RQs outlined above, we devised
the pipeline shown in Figure 1, and opted to focus on the spe-
cific topic of climate change. Our initial step involved selecting
a dataset of conversational threads. We began by choosing the
SPINOS dataset [10], which features human annotations of Reddit
comments across six distinct topics, including climate change. To
enrich this dataset, we collected all messages from the three climate-
related subreddits (climate, climatechange, climateskeptics)
spanning from January 4th, 2019, to July 31st, 2020. After construct-
ing the dataset (jmessages| = 230122, |authors| = [V| = 21496, |sub-
missions| = [E| = 18771), the next step involved assigning a stance to
each unlabeled message. For this task, we employed Gemma 1.1 7B
1, using the same prompt as the human annotators who compiled
the SPINOS dataset, by obtaining an accuracy of 68%. The second
step involved building the TAH associated with the so-built dataset
and feeding it to HyperStance, our proposed stance detection model.
This model will then evaluate the stance attributed to a user by si-
multaneously learning the semantics of the textual description and
the hypergraph structure, which encapsulates the high-order local
context of a conversation. In the final stage of validation, we will
assess our model by comparing it with the current state-of-the-art
approaches, which either leverage the conversational structure or
solely focus on individual pieces of text. The model, experiments,
and data are freely available on GitHub?.

Challenges. Our primary challenge lies in the absence of ground
truth data against which we can assess the developed model. Cur-
rent labeled datasets include only isolated text fragments, yet we
require access to complete conversation threads to capture the high-
order dynamics of online platforms. Leveraging pre-trained LLMs
to construct ground truths for this purpose could bridge this gap,
albeit potentially introducing bias. Moreover, handling (potentially
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Figure 1: Overview of the pipeline.

large-scale) hypergraphs introduces an additional layer of compu-
tational complexity, which significantly challenges the scalability
and efficiency of the developed pipeline.

3 CONCLUSION AND CURRENT WORK

This paper presented a novel approach to leverage LLMs to address
the stance detection task within online social media conversations
modeled as hypergraphs. Currently, we are working on enhancing
the training dataset and implementing HyperStance.
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